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Abstract
The presence of strong sources of elastic waves often makes it impossible to localize weaker
ones, which are sometimes the most meaningful, e.g. in the characterization of complexity of
active Earth faults or of microdamage in a composite structural material. To address this
problem, a selective source reduction method is proposed here which, applied in conjunction
with time reversal acoustics (TRA), provides the means to selectively reduce the contribution
of strong sources allowing full illumination of the weak ones. The method is complementary
to other methods based on TRA which aim at the selective illumination of scatterers in the
propagation medium. In this paper, a description of the method is given along with
presentation of a few numerical results to demonstrate its usefulness for localization of
sources. Validation and some experimental results are also presented.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Earthquake source characterization [1], 3D localization of
defects embedded in solid specimens [2] and imaging of
structures inside biological tissues [3] are just a few important
examples of research themes sharing a common issue: the
localization and characterization of sources of elastic waves
(primary or secondary, such as scatterers), in different
frequency bands, ranging from infrasound to ultrasound.

Among the various methods developed for such purposes,
time reversal acoustics (TRA) [4–7] has provided very
promising techniques, due to the basic properties of time
reversal (TR) (elastic) wave propagation and to its robustness
and ease of implementation. TR refers to a process in which
a propagating wave field is reversed in time and irradiated
back towards the source from which it was generated [4],
as discussed in section 2. Scatterers and nonlinear defects
in a solid medium can be considered as secondary sources.
Various TRA techniques have been developed for imaging and
localization (illumination) of scatterers [8–14].

Nevertheless, when the material specimen or medium
under investigation contains multiple sources located in

different positions, several issues arise which may cause failure
of the illumination process. First of all, the spatial width of
the point spread function, evaluated at the source location, and
the side lobes generated by the discrete nature of the imaging
system (array of sensors) may make the distinction difficult
between separate sources, especially when they are closely
located or when they are, for example, scatterers with very
different strengths. There could also be close spatial and/or
temporal relationships among the different sources. In the
specific case of scatterers, multiple scattering could occur,
giving rise to complicated patterns of signals which make
the desired localization and characterization very challenging.
Difficulties emerge particularly in the resolution of closely
located sources or in imaging of weak scatterers in the presence
of much stronger ones.

The second case is especially relevant, since the presence
of stronger sources generally makes it impossible to localize
smaller, but often more meaningful, ones. This is the case in
earthquake source mechanics, where usually the originating
event is spatially and temporally complex. Further, multiple
sources are present in materials containing distributions of
microcracks or localized macrocracks evolving in time. In fact,
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when a specimen containing these types of defects is insonified,
nonlinear interaction processes occur between the defects
and the probing elastic waves. The nonlinearity adds new
frequency content to the propagating waves (higher order
harmonics, sum and difference frequencies). The microcracks,
as nonlinear scatterers, could be described as sources of new
temporal frequencies. A technique based on TRA and called
time reversal nonlinear elastic wave spectroscopy (TR-NEWS)
[12, 15, 16] has been developed for exploiting the nonlinearly
added frequency content and retrofocusing elastic energy only
on the nonlinear scatterers.

As shown by the example of nonlinear scatterers
mentioned above, the definition of acoustic sources includes
different features. A first class is primary sources which
generate an elastic wave(s) (not as a response to an incoming
wave). These include transducers, sources of acoustic
emission events and earthquake sources. On the other hand,
we classify secondary sources as those which generate an
elastic wave in response to a given dynamic elastic excitation.
This class is mostly made up of scatterers in the propagation
medium. This distinction is, in our opinion, important
in understanding the focus of our work and its novelty
with respect to existing approaches. In fact, several TRA
methods have been developed to address the issue of selective
localization: the iterative time reversal mirror [17], the
decomposition of the time reversal operator (DORT) [18, 19]
and the time reversal acoustics multiple signal classification
(TRA-MUSIC) imaging technique [20]. These methods
address the issue of the selective localization of embedded
targets, i.e. linear scatterers. However, the extension of their
applicability to nonlinear scatterers, e.g. in order to exploit
TR-NEWS [12, 15], is not straightforward because of the
increase in the nonlinear frequency content at every iteration
of the procedure. In contrast, we propose an approach for
selective source reduction (SSR-TRA) which aims at reducing
the focusing on dominant primary sources in order to illuminate
other sources, smaller in amplitude and/or spatial extension,
through successive cancellation of the dominant sources in the
specimen. As such, it can be considered as complementary to
other methods, as discussed in section 2.

The theoretical background of this new method, presented
in section 4, is not limited by typical restrictive assumptions
about the configuration of the system: indeed the same method
can be applied to locate both isotropic and anisotropic,
well resolved and not well resolved, point-like and extended
targets. Also, the approach presented here does not require
a priori knowledge about the sources to be detected, nor the
repeatability of the emission event. Furthermore, it exploits
the full temporal signals (i.e. direct propagation and coda)
for the selection of sources. As a consequence of the use
of signals including multiple reflections and scattering inside
the specimen of investigation (the coda portion contains such
information), few TR channels (at least one, as shown by the
experimental results reported) are sufficient to implement this
new method in practice. Note that, although they are aimed
at different problems, this is one of the main advantages of
the SSR-TRA method with respect to DORT or TRA-MUSIC
techniques, which require at least as many channels as the

number of sources/scatterers. The experimental validation also
shows that the SSR-TRA method is not limited to experimental
configurations with the time reversal mirror (TRM) [5] and the
specimen under investigation submerged in a water tank used
as a coupling medium for the propagation of waves. In fact,
the transducers can be directly bonded on the surface of the
specimen itself, common in non-destructive evaluation (NDE)
techniques exploiting ultrasound acoustic waves.

As it will be clarified later, SSR-TRA is based on the
possibility of measuring signals in the location of the focal
regions of the TRA procedure. From an experimental point
of view a potential limitation can be due to the finite size
of the transducers. When the size of the transducer is
large with respect to the corresponding size of the focal
spot (which usually occurs), the signal recovered includes
additional contributions of the backpropagated wave field other
than just the focused ones [21]. Nevertheless, experimental
studies currently in progress indicate that the method still
works for transducers of finite size.

A more critical issue is that the experimental procedure
is applicable only to surface sources (to be reduced) since
transducers must be placed at the location of the focal spot.
Therefore, the surface must be accessible for transducer
interrogation, which is not always the case for applications
in NDE. Nevertheless, some cases in which sources are
localized on the surface or just below (the method may still
approximately work) have practical importance, such as for
the reduction of the nonlinear signal generated by a non-
perfect transducer when imaging nonlinear scatterers using
TR-NEWS [12–15]. Nevertheless, when the source to be
reduced is embedded, SSR-TRA requires an analysis based on
simulations of the wave propagation with the use of reliable
materials models (with longitudinal and shear velocities of the
specimen known with good accuracy) to substitute the full
experimental procedure. In this case, part of the advantages
of the SSR-TRA method over other advanced variants of the
TR technique are lost, though other methods do not provide
the means of going beyond the masking problem with close
proximity sources.

In this paper, we consider a typical test experiment,
described in section 3, and discuss the SSR-TRA method and
theoretical background (section 4). Its efficiency is shown
by means of modelling results obtained from simulations
performed using a full 3D local interaction simulation
approach (LISA) [22, 23]. In section 5 improvements
on the method and a brief discussion of its potential are
given. Validation through experimental results is presented
in section 6. In the present contribution, we deal with ideal
surface point-like sources (i.e. with size much smaller than the
size of the focal spot, which is typically of the order of half the
central wavelength), realized in the experiment using a laser
vibrometer.

2. State of the art

2.1. TRA experiments

Standard TRA experiments consist of two stages. First,
a forward propagation stage, during which an array of
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transducers, called TRM [5], records a set of signals generated
by elastic wave propagation throughout the medium, carrying
information about it. These forward wave fields may be created
by primary sources (transducers attached to the surface of a
laboratory specimen or embedded acoustic emission sources
or earthquake sources) or may be the result of backscattering
processes after the medium have been insonified by the TRM
itself or by other primary sources. This first stage is followed
by a TR backward propagation stage, during which the same
signals are processed, reversed in time and re-emitted by
the same transducers, now acting as sources. Consequently,
wave fields are generated and propagate throughout the
medium following approximately the same ray paths of the
forward propagation but with opposite directions. These
wave fields focus back onto regions containing sources
(primary or secondary) [6, 7]. Multiple scattering, instead
of limiting the retrofocusing, as it happens with many other
imaging techniques, actually enhances the efficiency of the
retrofocusing [5,24] and the use of the full length of the signal
corresponds to an effective increase in the aperture of the TRM.

The robustness of TRA in solids [25–28] and nonlinear
elastic media [25,29,30] has indeed triggered the development
of TRA techniques for imaging and localizing scatterers
[8, 9], including the case of defects in damaged solid
specimens [10, 11].

2.2. Selective localization of multiple targets

Many different TRA techniques have been developed and
successfully implemented for addressing the problem of the
selective localization of embedded targets. Most of them
are aimed specifically at the problem of selectively localizing
linear scatterers. Among them, the iterative time reversal
mirror [5] is based on the iteration of the typical protocol
of a reflection-mode TRA experiment: a TRM illuminates a
medium containing several targets, with varying degrees of
reflectivity, at different locations. Each signal is reversed in
time and rebroadcast back by the same array. The procedure
is iterated many times, with the resulting retrofocusing on the
strongest scatterer after a few iterations [5].

Using frequency domain/matrix formalism, the conver-
gence of the iterative TR procedure has been demonstrated
theoretically and has led to another method for selective retro-
focusing. This method has been called DORT, from the
French acronym for the decomposition of the time reversal
operator [18, 19]. DORT is based on the correspondence
between each target/scatterer and the singular values of the
inter-element frequency domain impulse response matrix of
the system TRM/medium. DORT has been tested in numerous
experiments [31] and applied to NDE purposes with solid spec-
imens submerged in water containing well resolved (i.e. in
the absence of multiple scattering) point-like [32] and/or finite
size scatterers [33]. The basic theory of DORT relies on the
assumption of a finite number of well resolved scatterers. Its
generalization to the case of media containing poorly resolved
targets has been performed using a multiple signal classifica-
tion (MUSIC) scheme [34]. This scheme exploits the proper-
ties of orthogonality of the signal vector space, associated with

non-null singular values, and the noise space, which is associ-
ated with the remaining null singular values. It is possible to
define a scalar field, function of space, which has local maxima
at the positions of the scatterers, with maximum values pro-
portional to the strength of the scatterers themselves [20]. The
theory of the TRA-MUSIC selective localization technique
has been also formulated considering a more general setup
of multiple input/multiple output (MIMO) array of transduc-
ers, i.e. with forward propagation emitting transducers separate
from the receiving/TR ones, in order to consider transmit-mode
experiments [35].

Both DORT and TRA-MUSIC methods rely on the use
of arrays of transducers containing several elements, at least
as many as the number of embedded targets/scatterers. In
general, this number is one of the unknown variables of the
NDE problem. Furthermore, to our knowledge, DORT and
TRA-MUSIC have been applied only to the selection of linear
scatterers in the propagation medium and their extension to the
detection of primary sources or elastic nonlinear scatterers has
not yet been developed.

Multiple scattering may be caused by multiple reflections
at the boundaries of a bounded medium. Some techniques
based on an extended version of the DORT method have
been developed by Song et al for the selective localization of
scatterers in the presence of reverberation from the boundaries
[36–38]. These techniques are aimed at the suppression of the
reverberation from the boundaries of a shallow water ocean
waveguide, at different ranges. However, they also rely on
the use of a significant number of TRM elements. They inject
elastic energy into the water column and, avoiding focusing on
selected regions of the boundaries, provide a greater echo-to-
reverberation enhancement. However, the image of the targets
of interest can be obtained only through recovering their simple
echoes. In the presence of closely spaced targets or with targets
having different reflectivities there still remains the problem
of their selective location. The iterative TR procedure can be
implemented, starting from these echo signals, but it requires
a very long and complicated procedure before obtaining the
final image of the scatterers.

Another technique has been proposed in order to enhance
the contrast between the parts of the wave fields due to the
scattering at poor reflective targets and the ones due to strong
multiple scattering induced by background clutter [39]. This
technique, tested in the context of radar imaging, i.e. using
electromagnetic waves, is aimed at nulling the backscattering
contributions from the clutter and relies on a similar hypothesis
as the DORT-based techniques: the number of strong clutter
regions embedded in the propagation environment must be less
or equal to the number of receiving channels.

A revised version of the iterative TR procedure has been
proposed by Montaldo et al for addressing the problem of
selective retrofocusing on distinct scatterers, avoiding the
limitation of only focusing on the strongest one [40]. This
method requires two additional steps in the traditional Iterative
TR procedure: a correction of the retrieved signals at the
TRM after the backscattering (in order to compensate for their
broadening in time due to the transducers’ transfer function),
and a cancellation step to remove the contribution of the
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Figure 1. Setup of the virtual experiments. Two sources S1 and S2

are located on the upper surface of a specimen and five equally
spaced receivers are located on the bottom surface.

strongest scatterer. Iteratively, this last step can lead to
the successive removal of the contributions of the different
scatterers to the backscattered wave fields until only the ones
from the weakest scatterer remain. This method also relies on
the use of a large number of TRM transducers and is based
in part upon a modelling hypothesis for the description of the
echo signals for the different iterations.

3. Setup of the simulations

3.1. Description of the simulation

To perform our analysis, we consider a very simple simulation.
The specimen physical characteristics correspond to that of a
metal block of dimensions 8×6×5 cm3, as shown in figure 1.
The volumetric mass density is ρ = 2770 kg m−3 and the
longitudinal and shear wave velocities are vL = 5098 m s−1

and vS = 3064 m s−1, respectively. Attenuation is neglected
in the simulations.

The specimen has two point-like sources, S1 and S2,
located on the upper surface at (xj , yj , zj ) = (5.1, 3.0, 0.0)

and (1.4, 3.0, 0.0) cm, respectively. An array of five equally
spaced receivers Rk (k = 1–5) is arranged on the lower surface
(see figure 1). The five receivers are located at the positions
(xk, yk, zk) = (1.1, 5.0, 5.0), (2.1, 5.0, 5.0), (3.1, 5.0, 5.0),
(4.1, 5.0, 5.0) and (5.1, 5.0, 5.0) cm. The receivers/sources act
as sources/receivers when the TR back propagation stage is
considered. Their arrangement has been chosen to avoid any
possible symmetry in the configuration used.

The sources simultaneously inject an identical Gaussian
modulated sine pulse signal (amplitudes vary),

u1,2(t) = A1,2 exp(−(t − t0)
2/2σ 2) sin(ωt) (1)

with angular frequency ω = 1.26 Mrad s−1 and t0 = 6π/ω s;
σ = 4π/ω s.

Simulations were performed using the LISA [22, 23] for
a full 3D elastic description of the wave propagation. The
code has been implemented for a parallel computer using
MPI libraries and a C compiler. A discretization of the
specimen with space and time steps of 0.1 mm and 10−8 s,

respectively, has proven to guarantee stability and convergence
of the numerical solution. Details about the method and its
validation are given elsewhere [22, 23] and not reported here
for brevity.

3.2. The TRA simulation

We have conducted a simple TR simulation with two sources
of amplitudes, A1 = 5A2. For our purposes, the relevant
quantity is the amplitude ratio, so A1 and A2 can be expressed
in arbitrary units. The implementation protocol is as follows:

• inject simultaneously the source signals u1,2(t) from the
two sources (see equation (1));

• receive a signal vk(t) at each receiver and time reverse
it within a proper time window of length �, starting
from time t0; let us call the time reversed signal wk(t) =
vk(t0 + � − t);

• rebroadcast simultaneously the signals wk(t) from the
original receiver locations.

Note that the signals considered are, in general, the components
of vector wave fields evaluated at the spatial positions
of the transducers. In this regard, we consider, unless
otherwise specified, the injected signals uj (t) in the form
of in-plane (on the upper x–y surface) displacements, while
the signals vk(t) recorded at receivers are out-of-plane (in the
z-direction) components of the displacements. Tests have been
performed to verify that the success of the SSR-TRA method
is independent of the choice of the components of the signals.

The TR back propagating wave field is expected to focus
back onto the source(s) location(s), although the dominant
source is, in this specific case, partially masking the smaller
one. We have to consider both temporal and spatial
retrofocusing on the source(s) location(s), which leads to two
representations of the results of our TR simulations:

• The temporal focusing analysis is concerned with the
signal recorded during the TR backward propagation at the
original forward propagation source(s) location(s). The
reconstruction of the waveform of the originally injected
signal (see, e.g. figure 2(a) reported in the next subsection)
indicates temporal focusing. This is sufficient for the
reconstruction of an unknown source(s), but is not related
to imaging the source(s) location(s).

• The spatial focusing analysis deals with a map of the
maximum in time of the local displacement (or strain field
or elastic energy). It is calculated to localize the region in
which the displacement reaches higher values than those
in other regions of the specimen (see, e.g. figure 3 reported
in the next subsection); such focusing is essential for the
localization of an unknown source and this representation
usually defines the spatial focal spot.

For the latter case, in this paper we consider the map of the
maximum of the displacement in time in any position, defined
by the function:

M(x, y, z) = max[q(x, y, z; t)]t , (2)

where q(x, y, x; t) is the norm of the displacement in the
position (x, y, z) as calculated at time t from a numerical
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Figure 2. Reconstructed time signals using classical TRA at the
location of S1 (a) and S2 (b).

Figure 3. Plot of the maximum displacement recorded on the upper
surface of the block, as defined from equation (2). The image
indicate good temporal focusing on the stronger source (S1), while
the weaker one is completely masked. (Colour online.)

simulation [12]. In the corresponding experimental case,
scanning the surface of the specimen [25] with an out-of-
plane laser vibrometer yields only the vertical component of
the velocity vector wave field (see section 6).

3.3. Results

In this section, numerical results of the propagation of the
time reversed signal wk(t) are reported to show the focusing
resulting from a TR simulation. For this purpose, the signals
have been time reversed choosing t0 = 0. Also, a large time
window � = 1.1 ms is used, to compensate for the small
number of receivers by exploiting the information contained
in the full signal.

The temporal focusing at the source locations is analysed
in figure 2. Here, the signals (in-plane displacements) recorded
at the positions of S1 and S2 during back propagation are
shown versus time. Reconstruction of the larger source is
evident (figure 2(a)), with optimal time compression of the
signal and excellent reconstruction of its waveform (defined
in equation (1)). The time of focusing is the time expected
and corresponds to the time window length � used for the
inversion of the signals. The out-of-plane components of

Figure 4. Schematic description of the four steps in the SSR
method. See also figure 5 in which examples of signals involved in
the different steps are reported.

the displacement are almost negligible (not reported here for
brevity), in agreement with the original choice of sources
injecting an in-plane displacement. Reconstruction and time
compression at S2 (figure 2(b)) are far less efficient. It is
evident that, as shown in section 4, temporal focusing at the
smaller source depends on the amplitude of the dominant
source and fails if the amplitude of S1 is too large (e.g. at
A1 = 10A2). The spatial map of the matrix M defined
in equation (2) is shown for the upper plane (z = 0) in
figure 3. Large displacements are concentrated only around
S1, while there is no evidence of illumination of S2. In fact,
the spatial focal spot is concentrated around the dominant
source only.

4. The SSR method

The example reported in the previous section (together with
those that are reported in section 5) indicates failure of the TR
procedure for imaging when one of the sources is dominating
the other(s). As one may expect, the limiting ratio between
the amplitudes of the sources, for a satisfactory localization
of the smaller one, depends on several factors related to the
experiment performed, but such a limit always exists.

Provided the sources are not too closely spaced, the
same example reported before shows that imaging and
signal reconstruction are very good for the dominant source.
Starting from this consideration, we present a method for
eliminating (reducing) the contribution of the larger sources
and obtaining focusing and localization on smaller ones.

4.1. The method

The procedure consists of the following protocol, schemati-
cally reported in figure 4:

• Step 1. Let us assume we start with an experimental
system in which some signals vk(t) are recorded at the
receivers (k = 1 . . . N): figure 4(a). Number of sources,
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locations and shape of the injected signals uj (t) are the
unknowns.

• Step 2. Apply the TR procedure, i.e. signals are time
reversed and rebroadcast back from the receivers locations
(figure 4(b)), either experimentally or numerically3. To
record the signal u(1)

j (t), it is necessary to locate a receiver
in the position of the dominant source. A preliminary TR
experiment/simulation allows one to define the unknown
position by examining the spatial focusing. Then,
once known where the receiver has to be located, it is
possible to repeat the TR experiment/simulation. The
signal u

(1)
j (t) can then be recorded. Ideal TR focusing

corresponds to u
(1)
j (t) = uj (t), i.e. to complete source

reconstruction.
• Step 3. Rebroadcast the TR of u

(1)
j (t), which should

correspond approximately to the solution expected when
only the dominant source is active, hence providing signals
v

(1)
k (t) at the N receivers which can be considered as

approximate reference signals (figure 4(c)).
• Step 4. Considering the original signals vk(t) as the

approximate sum (exact, except for noise contribution,
if the material is perfectly linear) of the independent
contributions from the sources, we can build a set of
signals by subtracting the reference signals v

(1)
k (t):

wk(t) = vk(t) − v
(1)
k (t). (3)

wk(t) contains information deriving only from the non-
dominant sources, since the contribution of the dominant
source is almost cancelled. Of course subtraction of the
signals can be performed only after introducing a proper
normalization (e.g. both vk(t) and v

(1)
k (t) normalized to

one) and a time delay of one of the two signals (to have
phase correlation). The latter, which is generally not
trivial, is not necessary when the same time window �

is always adopted when reversing signals. Finally, wk(t)

is time reversed and rebroadcast. Focusing is expected
on the second dominant source (see next subsection for
results).

The type of receiver to be located at the source position
is of course important. Indeed, the receiver should be able
to capture the same kind of signal (longitudinal or shear)
which was originally emitted. That is also the case for a
normal TR experiment: in the comment for figure 2(a) (in plane
source), we have already mentioned that a receiver sensitive
to out-of-plane components will not be able to detect any
temporal focusing. In contrast, receivers used for the temporal
inversion (i.e. those on the lower surface of the specimen),
can be arbitrarily chosen, provided the time reversed signal is
re-injected in the same form as recorded (out of plane or in
plane).

Of course, once the first and second dominant sources are
localized, one can restart from step 2 locating a receiver in
each of the two source locations. In principle, we can repeat
the procedure to locate all sources.
3 In the absence of any a priori initial information about the sources, the
TR rebroadcast is performed via a numerical simulation using an accurate
model of the background medium. In the presence of the information that the
sources are located on the boundaries of the sample, the backward propagation
is performed experimentally in the real medium.

Figure 5. Signals at receiver #1 in the successive steps (see figure 4)
of the SSR method. (a) Step 1: the detected signal v1(t); step 2: the
signal re-injected is that reported in figure 2(a); (b) step 3: the
detected signal v

(1)

1 (t). Note the common features with v1(t);
(c) step 4: the subtraction of the two signals give the signal w

(1)

1 (t)
to be re-injected for step 4 of the SSR method. Note the smaller
scale of the y-axes in subplot (c).

4.2. Numerical results

Let us now apply the method to the case reported in section 2:
A1 = 5A2. The first two steps of the procedure have been
already discussed and the signal re-injected from the location of
source 1 (time reversed version of the signal u(1)

1 (t)) is reported
in figure 2(b). In figures 5(a) and (b) we plot a small portion
of the time signals v1(t) and v

(1)
1 (t) at the receiver #1, after

normalization. Their correlation is very good, indicating the
validity of the assumption that v

(1)
k (t) reconstructs a large part

of vk(t), namely that due to S1. The difference w1(t) of the
two signals is reported in figure 5(c).

Implementation of step 4 is then performed. The temporal
signals recorded in the position of the two sources are plotted
in figures 6(a) and (b) (S1 and S2, respectively), while the
matrix M at z = 0 is plotted in figure 6(c). A slight
improvement in the temporal focusing at S2 is to be noted,
which is more important if we compare it with the reduction of
the signal at S1, accompanied by a loss of time compression.
The side lobes (smaller foci surrounding the main one) are to be
expected, if we consider that the TRA procedure (i.e. step 2)
reconstructs optimally the central part of the source signal,
while its shape is slightly distorted far from the centre. More
meaningful is the improvement in spatial focusing, where the
weak source begins to be illuminated.

Of course, a lower limit for the ratio A1/A2 always exists
for the success of this method. This limit depends strongly on
the configuration used (size and shape of the specimen, number
of transducers used, time window length, etc).

5. Improvements

The results reported in the previous section illustrate the
feasibility of source selection with a very simple and direct
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Figure 6. Results of the SSR method for two sources with
A1 = 5A2. (a) Temporal signal at the source S1. Compare with
figure 2(a); (b) temporal signal at the source S2. Compare with
figure 2(b); (c) plot of the maximum displacement recorded on the
upper surface of the block, as defined from equation (2). Compare
with figure 3. Note the improvements in the reconstruction of the
time signal at S2. (Colour online.)

approach, which can also be implemented in a real experiment.
Nevertheless the quality of such results (figure 6) is not
entirely satisfactory. A few improvements are possible and
are discussed here.

5.1. Windowing of the time reversed signals

The third step of the proposed method consists of the TR of
the signals recorded at the position of the dominant source by
a properly placed transducer. However, by reversing the full
time signal in a window of length �, we have not yet fully
exploited the information available in that signal. Indeed, we
are not using time compression of the signal, i.e. the fact that
the original source is reconstructed in a small time window
around the focal time. As a consequence, improvements can be
expected if only a small portion of u

(1)
j (t) is used for inversion

in step 3. To accomplish this, we rebroadcast the reversed
signal of u

(1)
j (t) using the same time window � as in the

previous section, to avoid problems with the time delays in
the subtraction process to be done in step 4. In addition, we
force the signal to zero, except in a small time window centred
about the focal time (1.06 ms < t < 1.14 ms).

The results after step 4, are reported in figure 7. The
improvement of the temporal compression at S2 is significant
and illumination of the lower amplitude source is now evident
even though it is smaller in amplitude than the dominant source.

5.2. Iteration of the selection procedure

Iteration of the procedure described in the previous section can
be applied to obtain progressive cancellation of the dominant
source and/or illumination of other minor sources. At step 4

Figure 7. Results of the SSR method for two sources with
A1 = 5A2 after windowing the reversed time signals. (a) Temporal
signal at the source S1. Compare with figure 6(a); (b) temporal
signal at the source S2. Compare with figure 6(b); (c) plot of the
maximum displacement recorded on the upper surface of the block,
as defined from equation (2). Compare with figure 6(c). Note the
improvements in the reconstruction of the time signal at S2 and the
appearance of a weak illumination of the S2 position. (Colour
online.)

we record the signal u
(2)
j (t) in the position of the dominant

source, time reverse (windowing it as discussed in the previous
subsection) and re-inject it. Then, we record the signals v

(2)
k (t)

at the receiver positions and construct a new subtracted signal:

v
(3)
k (t) = v

(2)
k (t) − [vk(t) − v

(1)
k (t)]. (4)

Finally, we time reverse and rebroadcast it.
To explore the feasibility of the iteration we have

considered a different ratio of the original input amplitudes:
A1 = 10A2. In figure 8 we report the temporal signals in the
source’s positions and the plot of the matrix M as resulting
from a usual TR procedure. As expected, the weak source
is not illuminated and no temporal compression is visible at
the position of the weaker source. The first iteration of the
selection procedure (figure 9) indicates partial reconstruction
of the weak signal and partial illumination of the lower
amplitude source, but still S1 is by far the dominant one.
Finally, after iteration of the procedure we observe that only
the weaker source is illuminated and temporal compression at
S1 is very poor (figure 10).

6. Experimental validation

The SSR-TRA procedure is formally straightforward and easy
to implement. From a theoretical point of view, we have
shown that the method works even if the signal at the dominant
source is not perfectly reconstructed, e.g. due to the use of a
finite number of receivers and to the fact that the point of the
dominant source does not behave as a sink. Nevertheless, from
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Figure 8. Results of TR without the SSR method for two sources
with A1 = 10A2. (a) Temporal signal at the source S1; (b) temporal
signal at the source S2; (c) plot of the maximum displacement
recorded on the upper surface of the block, as defined from
equation (2). (Colour online.)

Figure 9. Results of the SSR method for two sources with
A1 = 10A2 after windowing the reversed time signals. (a) Temporal
signal at the source S1. Compare with figure 8(a); (b) temporal
signal at the source S2. Compare with figure 8(b); (c) plot of the
maximum displacement recorded on the upper surface of the block,
as defined from equation (2). Compare with figure 8(c). Note the
improvement in the reconstruction of the time signal at S2 and the
appearance of a very weak illumination of the S2 position. (Colour
online.)

an experimental point of view, additional complications may
affect the success of the method:

• Limitations are due to the finite size of the transducers
(sometimes larger than that of the focal spot), which

Figure 10. Results after one iteration of the SSR method for two
sources with A1 = 10A2 after windowing the reversed time signals.
(a) Temporal signal at the source S1. Compare with figure 9(a); (b)
temporal signal at the source S2. Compare with figure 9(b); (c) plot
of the maximum displacement recorded on the upper surface of the
block, as defined from equation (2). Compare with figure 9(c). Note
the improvement in the reconstruction of the time signal at S2 and
the complete cancellation of S1 with consequent full illumination
of S2. (Colour online.)

cannot be point-like as in simulations. Further
experimental studies [41] indicate this limitation to be
negligible. Also, the robustness of the TRA procedure
with respect to the transducers size has been demonstrated
by some of the authors [21].

• The focus is modified by the transducers’ narrow-band
response and is therefore not a perfect reconstruction of the
original source function. The transducers bonded to the
sample have the effect of broadening the time signal.

• The signal-to-noise ratio may be very poor, especially if
small transducers are used. In addition the use of a laser
vibrometer imposes additional noise floor issues.

In this section, we show that, despite such technical problems,
the SSR-TRA procedure works well, even using a single TR
channel [25,42]. Better results can of course be obtained using
a larger number of channels, but are not reported here for
brevity.

6.1. Experimental setup

Experiments are conducted employing the use of ‘virtual’
sources. A virtual source is created by sending energy from
a transducer into the sample. A laser vibrometer detects the
vibration velocity at a user-defined point, corresponding to the
position of the virtual source. The signal detected by the laser
is time reversed and re-injected by the transducer, which then
creates a time reversed focus at the laser’s position (virtual
source) [28]. This technique relies on the principle of spatial
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Figure 11. Schematic drawing of the doped glass block sample. S
and R represent sources and receivers, respectively. (Colour online.)

reciprocity, i.e. the fact that the signal measured at location B
due to a source emission from location A is the same result
as the signal measured at location A due to the same source
emission from location B [43].

For our experiment, we used a doped glass block
measuring 10.16 × 8.89 × 8.78 cm3, with compressional
wave speed 4500 m s−1 and shear wave speed 2100 m s−1. A
diagram of the sample may be found in figure 11. The sample
had one 3 mm diameter and 2 mm thick PZT-5 transducer
bonded to one side of the block. The input signals used in
the doped glass block are of the form:

u(t) = A sin2
( π

�τ
t
)

sin(2π ft), (5)

where A is the amplitude, �τ = 50 µs is the pulse width, t is
time and f = 200 kHz is the sine wave frequency.

A laser vibrometer was aimed at the top surface of the
glass block as shown in figure 11. Using a laser to create
virtual sources, one can locate two sources anywhere on the
sample surface. The procedure to create two virtual sources is
the following: the transducer generates a signal at amplitude
A1 which is recorded by the laser pointing in a position x1, the
transducer generates a second signal at amplitude A2, which is
recorded by the laser pointing in a different position x2. The
two signals are summed to obtain the signal v(t) corresponding
to the ‘virtual’ signal recorded at the transducer as if the two
‘virtual’ sources were active in x1 and x2. This approach works
well since the material is linear in the range of amplitudes
used here.

The experimental data taken in this paper utilized a
sampling frequency of 10 MHz and signal lengths of 32 768
points or about 3.28 ms. The time of focus was set to be
about the centre of the 3.28 ms time window, giving 1.64 ms
of available data time to collect the direct signal and coda.

6.2. Implementation of SSR-TRA

In the experimental verification of SSR-TRA, we use a single
transducer plus a laser vibrometer. The SSR-TRA procedure,
similar to that discussed about the simulations, is implemented

as follows:

(a) The signal v(t) recorded at the transducer is determined
as discussed previously, and assumed to be known
independently from its origin, which is the unknown of the
problem.

(b) The transducer reinjects the time reversed signal, as in
the usual TR without SSR. The laser scans the surface to
determine the position of the focal spots and, in a second
phase, it records the output signal u(1)

1 (t) in the position x1

of the dominant source.
(c) Exploiting reciprocity, u

(1)
1 (t) is time reversed and

re-injected from the transducer. v(1)(t) is recorded again
by the laser.

(d) Finally, the signal v(t)−v
(1)
1 (t) is built, time reversed and

re-injected from the transducer, providing the results of
the SSR-TRA method.

6.3. Results

As mentioned, we have considered the case of two virtual
sources with amplitudes A1 and A2, respectively. The laser
vibrometer, aimed at the top surface, was used to scan an area
2.8 cm×2.8 cm, with the virtual sources located at (7.5, 7.5) cm
and (22.5, 19.0) cm, with respect to the scanned area. We have
considered the cases A1 = A2 and A1 = 3A2.

The spatial focusing map, defined as the map of the
maxima of the signal (out-of-plane velocity) detected by the
laser at each point of the scanned surface, is reported in
figure 12 for the classical TRA and the SSR-TRA, in the
left and right columns, respectively. When the sources have
the same amplitude, both are illuminated, as expected. The
efficiency of SSR-TRA in eliminating the dominant source
(which is assumed to be S1 when the sources have the same
amplitude) is evident and consistent with the results of the
simulations reported in the previous section.

The method is also efficient in reconstructing the signal.
When the two sources have the same amplitude (figure 13),
the classical TRA procedure allows both sources to be
reconstructed, with optimal time compression of the signal
at the expected focal time. When A1 = 3A2, only the signal
at S1 is reconstructed (figure 14(a)), while the laser detects a
completely unfocused signal at the location ofS2 (figure 14(b)).
Reducing the dominating source using SSR-TRA, provides
the means to almost cancel the signal in the location of S1,
even though a minor focusing is still present (figure 14(c)). In
addition, focusing and time compression is highly enhanced
at the location of the minor source (figure 14(d)). Thus, the
experimental results presented here confirm the simulation
results presented in the previous section.

7. Conclusions

We have presented a SSR method, which, applied together
with time reversal acoustics (SSR-TRA), allows one to
progressively reduce the illumination of stronger sources,
thereby increasing the illumination of weaker ones. We
have described the method, provided demonstration using
simulation results and showed that the approach can be
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Figure 12. TR focus spatial maps obtained with the usual TRA approach (left column) and after applying the SSR-TRA method (right
column) for different ratios of the source amplitudes, as shown in the plot. (Colour online.)

Figure 13. TR focus temporal signals when the sources have the
same amplitude: (a) reconstruction at the S1; (b) reconstruction at
S2. Classical TRA allows optimal reconstruction of both signals, as
expected, without any need of the SSR-TRA procedure to be
implemented.

implemented experimentally, leading to good results despite
using a single TR channel. Indeed, we have shown that the
method proposed here is not limited by restrictive assumptions
about the configuration of the system.

From an experimental point of view, the SSR method
works only to nullify strong surface sources, since a requisite
for the procedure is that a receiver must be located on
the position of the dominant (to be eliminated) source.
Sometimes this is the case, e.g. in the reduction of the
nonlinear contribution of a non-perfect transducer, but more
often sources/scatterers are embedded in the bulk of the
specimen. Nevertheless, in these cases an alternative is
possible, by performing the full procedure numerically, after
the experimental data of the first forward propagation are given.
This would require a detailed material/configuration model.

Furthermore, the waveform of the source signal and the
size of the transducers might have an influence, particularly
to optimize the procedure. In our opinion, the method may
work independently of the kind of source present in the
specimen. Indeed, we speculate about the possible application
to detection of small nonlinear scatterers, where the waveform
of the source signals can be particularly complex. Additional
experimental results, not reported here, have also indicated that
the method allows one to distinguish sources located only at a
distance larger than half the diffraction limit (λ/4). If this is
not the case, modification of the approach have to be figured
out.

As already mentioned SSR-TRA is complementary to
other approaches developed to obtain selective focusing using
TR. In fact, to our knowledge, the existing approaches based
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Figure 14. TR focus temporal signals when the sources have amplitudes A1 = 3A2 demonstrating the SSR method to reduce S1 and reveal
S2. The classical TRA approach, provides a near perfect reconstruction of S1 (a), but not for S2 (b). Application of SSR-TRA causes a
reduction of the focal signal in S1 (c), and a near optimal focusing at S2 (d).

on DORT (and its variations) [18–20] address the issue of
selectively locating embedded scatterers, but are not applicable
to primary source identification. Furthermore, our method,
albeit similar in appearance to the reverberation nulling
technique developed by Song et al [36–38] and to the modified
Iterative TR procedure proposed by Montaldo et al [39],
contains specific features which make SSR-TRA different. In
fact, both of these techniques require a large number of TR
channels, while, as shown here, SSR-TRA works even with a
single transducer. Furthermore, reference signals are always
to be analytically calculated (with necessary assumptions and
simplifications on the nature of the sources) or determined
iteratively, with a complicated and time consuming procedure.
In contrast, in SSR-TRA the reference signal is measured
with a single step, which furthermore is easier to implement
experimentally.

We believe it will be difficult to use SSR-TRA
for the identification and localization of weak passive
scatterers/targets buried in the medium, in which case other
methods [22–26] are more effective. In contrast, the ease of
implementation makes our approach useful for applications
in the detection of primary sources, including elastic energy
releases triggered during earthquake dynamics and/or Acoustic
Emission events. In addition, our method may be applied
for the detection of nonlinear scatterers in materials (work in
progress), since nonlinear scatterers behave as primary sources
of higher harmonics, sidebands, etc. In particular, SSR-
TRA should enable the reduction of the contributions due to
transducers nonlinearity, hence leading to a better illumination
of the scatterers.
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